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A B S T R A C T

The ability of the auditory cortex in the brain to distinguish different sounds is important in daily life. This study investigated whether activations in the auditory cortex caused by different sounds can be distinguished using functional near-infrared spectroscopy (fNIRS). The hemodynamic responses (HRs) in both hemispheres using fNIRS were measured in 18 subjects while exposing them to four sound categories (English-speech, non-English-speech, annoying sounds, and nature sounds). As features for classifying the different signals, the mean, slope, and skewness of the oxy-hemoglobin (HbO) signal were used. With regard to the language-related stimuli, the HRs evoked by understandable speech (English) were observed in a broader brain region than were those evoked by non-English speech. Also, the magnitudes of the HbO signals evoked by English-speech were higher than those of non-English speech. The ratio of the peak values of non-English and English speech was 72.5%. Also, the brain region evoked by annoying sounds was wider than that by nature sounds. However, the signal strength for nature sounds was stronger than that for annoying sounds. Finally, for brain-computer interface (BCI) purposes, the linear discriminant analysis (LDA) and support vector machine (SVM) classifiers were applied to the four sound categories. The overall classification performance for the left hemisphere was higher than that for the right hemisphere. Therefore, for decoding of auditory commands, the left hemisphere is recommended. Also, in two-class classification, the annoying vs. nature sounds comparison provides a higher classification accuracy than the English vs. non-English speech comparison. Finally, LDA performs better than SVM.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

The aim of this study is to identify the cortical brain regions associated with particular sounds in everyday life. Four different sound-categories (English-speech, non-English-speech, annoying sounds, and nature sounds) are investigated. As a means of neuronal activity detection, the hemodynamic responses (HRs) (Cope et al., 1988) upon various sounds measured by functional near-infrared spectroscopy (fNIRS) are utilized. As features of HR signals (in distinguishing different sounds), the mean, slope and skewness of the oxy-hemoglobin (HbO) signal are used in the classification process. Two classification techniques, namely linear discriminant analysis (LDA) and support vector machine (SVM), are applied.

Scientists have investigated auditory responses using various modalities such as electroencephalography (EEG) (Herrmann et al., 2013; Kong et al., 2014; Liu et al., 2015), functional magnetic resonance imaging (fMRI) (Scarff et al., 2004b; Wong et al., 2008; Olulade et al., 2011; Alho et al., 2014; Talavage et al., 2014; Weichenberger et al., 2015; Butler et al., 2015; Hall and Lomber, 2015), and fNIRS (Sevy et al., 2010; Pollonini et al., 2014; Dewey and Hartley, 2015; Murata et al., 2015). These studies investigated the complexities in the human auditory processing that is involved for various sound categories. An fMRI study revealed that there is a selectivity category for specific sounds within the auditory cortex (Sharda and Singh, 2012). Staeren et al. (2009) studied two-class classification using SVM for four sound categories (i.e., cats, female singers, acoustic guitars, and tones). The average classification
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accuracies in their two-class classification problems using fMRI for female singers vs. acoustic guitars, female singers vs. cat sounds, and acoustic guitars vs. cat sounds were 69, 69, and 70%, respectively. Zhang et al. (2015) applied four methods (three versions of SVM, one of LDA) to decode the brain activities evoked by the audio-stimuli of seven sound categories: In their fMRI study, an average classification accuracy of 40% was achieved using the multi-class support vector machine-recursive feature elimination method (see Fig. 6 in their paper).

The mechanical noise produced in fMRI experiments, however, is problematic for auditory cortex studies, as it can cause interference when measuring brain activities evoked by sounds (Scarff et al., 2004a; Fuchino et al., 2006). For this reason, fNIRS has several advantages over fMRI in identifying cortical areas associated with specific sounds. Beside the key advantage (the silence of the machine), others include portability, real-time applicability, and inexpensiveness. Additionally, fNIRS offers a good trade-off between spatial and temporal resolution compared with both EEG and fMRI (Hu et al., 2013). Given these advantages, fNIRS has been applied to various applications such as neurology for stroke recovery (Liebert et al., 2005), psychiatry (Ernst et al., 2012), experimental psychology for language studies (Kovelman et al., 2012), and brain-computer interface (BCI) (Hu et al., 2012; Kampe and Hong, 2014; Naseer and Hong, 2015a, 2015b; Hong et al., 2015). Recently, Putze et al. (2014) studied a two-class classification problem (silent movie vs. audio book) in the visual and auditory cortices using LDA and hybrid EEG-fNIRS equipment. Their average classification accuracies were 75.8% (using HbO) and 70.9% (using HbR), respectively. Besides the auditory cortex, Herff et al. (2012) investigated classification of two-class problems in the Broca’s and Wernicke’s areas using fNIRS and LDA. In their work, three cases, that is, audible-speech vs. silence, audible-speech vs. imagery-speech, and silence vs. imagery-speech, were investigated resulting in 68, 65, and 54% classification accuracies, respectively.

fNIRS normally uses two wavelengths to distinguish oxy- from deoxy hemoglobin (HbR) (or additional wavelengths to distinguish other chromophores such as water, lipid, etc.). The measurement depth of NIR light penetration is almost half the emitter-detector distance (Stothers et al., 2008; Bhutta et al., 2015). The optimal emitter-detector distance depends on the NIR light intensity and the cortical region to be investigated (Ferrari and Quaresima, 2012; Naseer et al., 2014). Although the maximum light penetration depth of fNIRS is only about 4 cm, it has an acceptable spatial resolution for HR monitoring in the auditory cortex, considering the benefits of the absence of mechanical noises (Kovelman et al., 2009).

Classification is a process for distinguishing data classes (Duda et al., 2001) and involves selection of features and execution of a classifier (Liu and Yu, 2005). As features for distinguishing different stimuli, the mean, slope, and skewness (Tai and Chau, 2009; Naseer and Hong, 2013; Khan et al., 2014) values of HbO signals for individual trials over all channels are adopted. As classification algorithms, the LDA and SVM techniques have been widely utilized in various fNIRS applications involving the detection of drowsiness (Khan and Hong, 2015), mental workload (Herff et al., 2014) and speaking modes (i.e., audible-, silent-, and imagery-speech) (Herff et al., 2012) as well as in a hybrid BCI application using fNIRS and EEG (Putze et al., 2014). Whereas LDA separates the data into two or more classes (Fukunaga, 1990), SVM maximizes the margins of the selected hyperplanes (Burges, 1998). The usability of these algorithms has been well established in the literature; see, for example, relevant review papers (Lotte et al., 2007; Pereira et al., 2009) and multi-class problems (Garrett et al., 2003; Schlogl et al., 2005).

In this study, fNIRS is utilized to investigate the HRs evoked in hearing the audio-stimuli of four different sound-categories, namely English-speech, non-English-speech, annoying sounds and nature sounds, as presented in a pseudo-randomized order to 18 healthy subjects. Pre-processing techniques of noise removal and statistical analysis are used to enhance classification accuracy. Then, the HbO signals are decoded via the multi-class classifiers LDA and SVM using the mean, slope, and skewness values as features to distinguish the different sounds.

2. Materials and methods

2.1. Subjects

A total of 18 subjects (age: 28.11 ± 4.32 years; 6 females; 3 left-handed) participated in the experiment. All of them had normal hearing and no previous history of any neurological disorder. All were informed about the purpose of the experiment before providing their written informed consent. They were asked to avoid body motion and to remain relaxed with their eyes closed during the experiment. As selective attention is influential to the activation pattern of the auditory cortex (Jancke et al., 1999), the subjects were asked to listen to the audio-stimuli attentively and to guess, for each stimulus, the category. After the experiment, all of the subjects reported whether they were able to distinguish the individual audio-stimuli accurately or not. The experimental procedure was conducted in accordance with the ethical standards defined in the latest Declaration of Helsinki and the guidelines approved by the Institutional Review Board of Pusan National University.

2.2. Audio-stimuli

The stimuli consist of 4 different sound categories including two languages (English, non-English) and two types of sound. The speech samples were selected based on a language proficiency test, and the sound categories (annoying sounds, nature sounds) selected from the youtube website (http://www.youtube.com). Each category consists of 6 different sounds. In one experiment, the participants were exposed to 24 audio-stimuli (10 s stimulus followed by 20 s resting; see Table 1) presented diotically in a pseudo-randomized order. Besides the 24 stimuli, one pre- and one post-trial (music, Canon in D by Pachelbel) were added though not included in the analysis. The entire fNIRS recording duration was 13 min. Regarding the hearing sense, none of the subjects recognized any language except English. These audio-stimuli were digitally mixed using Adobe Audition software (MP3-format file: 16-bit quantification, 44.1 kHz sampling, stereo channel) and normalized to the same intensity level. An active noise-cancellation earbud (Sony MDR-NC100D) was used, at the same sound-level setting, for all of the subjects.

To evaluate the overall sound quality (i.e., accuracy, enjoymentability,

| Table 1 | Audio categories (M: male, F: female). |
|---|---|---|---|---|
| Trial | Speech hearing | Non-English | Annoying sound | Nature sound |
| | | English | Non-English | Annoying sound | Nature sound |
| 1 | M | Russian (F) | Baby cry | River |
| 2 | F | German (F) | Car alarm | Forest (day time) |
| 3 | M | French (F) | Police siren | Rain |
| 4 | MF | Bulgarian (MF) | Horror sound | Jungle |
| 5 | F | Italian (MF) | Male scream | Ocean waves |
| 6 | F | Japanese (F) | Nuclear alarm siren | Waterfall |
| SQ | 8.6 | 7.0 | 7.8 | 8.1 |

* MF denotes male-female conversation.  
1 SQ stands for the subjective sound quality of each category evaluated by 7 participants (1 worst, 10 best).
fidelity, etc.) in advance, a pre-questionnaire on audio-stimuli was given to 7 persons who did not participate in the acquisition of fNIRS data. They were asked to listen to the audio-stimuli of four sound-categories and to score them on a scale of 1 (the worst) to 10 (the best). Additionally, for each audio-stimulus, they were instructed to guess the specific sound as well as its category. The last row in Table 1 shows that the average score of each category fell within the 7.0–8.6 range, indicating the suitability of the employed audio-stimuli for the testing purposes. Furthermore, all of the subjects reported an ability to distinguish each sound accurately, in every trial, for all sound-categories.

2.3. fNIRS data

All HR data from the auditory cortex were acquired with the continuous-wave fNIRS system (DYNOT: DYnamic Near-infrared Optical Tomography; NIRx Medical Technologies, Brooklyn, NY). The emitter-detector distance was 23 mm (see Fig. 1), and the sampling rate was set to 1.81 Hz. The data were measured simultaneously at two wavelengths (760 and 830 nm) for two 22-channel sets, that is, one set (i.e., channels 1–22) for the left hemisphere and another (i.e., channels 23–44) for the right hemisphere, including the auditory cortex, respectively. The optode configuration in Fig. 1 shows two sets of 3 × 5 arrays (8 emitters and 7 detectors), one in each hemisphere. The optodes in the left hemisphere were positioned to cover the Broca’s area and Wernicke’s area as well as the auditory cortex. Accordingly, Chs. 16 and 38 corresponded to the T3 and T4 locations, respectively, in the international 10–20 system. Finally, during the experiment, all of the lights in the room were switched off to minimize signal contamination.

The measured intensity data of the two wavelengths were converted to relative HbO and HbR concentration changes using the modified Beer–Lambert law (Cope et al., 1988; Kamran and Hong, 2013; Hong and Nguyen, 2014). Subsequently, the open-source software NIRS-SPM (Ye et al., 2009) was utilized in the authors’ own Matlab™ (Math-works, Natick, MA) code. In this study, constant values of differential path-length factor (i.e., d = 7.15 for λ = 760 nm and d = 5.98 for λ = 830 nm) were used for all of the channels. Since HbO signals are more direct to the given stimuli than HbR signals (i.e., the signal-to-noise ratio of HbO is higher than that of HbR) (Wolf et al., 2002; Schecklmann et al., 2008; Holper et al., 2009), the mean, slope, and skewness only of the HbO concentration changes were used in the subsequent analysis.

2.4. Pre-processing

Pre-processing of fNIRS data is an important step, the purpose of which is to remove physiological noises and to minimize signal variations. It can be split into two stages: spectral filtering and scatter correction (Rinnan et al., 2009). Spectral filtering removes both additive and multiplicative effects in the spectra, after which scatter correction (e.g., normalization or rescaling) reduces the variability among samples due to scatter. In this study, filtering, detrending, and rescaling were applied in the pre-processing process. Since an auditory stimulus of 10 s was followed by a 20 s resting period, the stimulation frequency was approximately 0.033 Hz (i.e., 1/30). First, the physiological noises of respiratory (about 0.3 Hz) and cardiac signals (about 1 Hz) contained in the HRs were removed using a 0.15 Hz low-pass filter (Santosa et al., 2013). Second, the trend of the signal (e.g., a low-frequency drift) was removed from the time-series data by the detrending technique (Tanabe et al., 2002), according to which the detrend function in Matlab™ subtracts the best fit line (or mean) from the data. In the third step, due to the wide variation in the classification stage, the rescaling method (Naseer and Hong, 2015a, 2015b) by which the Mat2gray function in Matlab™ re-scales the data within the 0–1 range was applied.

2.5. Activation maps

Verification of cortical activation is the most important step in fNIRS data analysis. Hu et al. (2010) showed that activation can be estimated by fitting the measured HR to a regression model using the recursive least squares algorithm. The modeled (or ideal) HR is that which is expected for a given stimulus: In Fig. 2, it is represented by the dotted (red) line computed by convolving the
stimulus pattern (i.e., 10 s activation and 20 s rest) and the canonical HR function (HRF) available in the SPM 8 software (Wellcome Trust Center for Neuroimaging, London, UK) (http://www.fil.ion.ucl.ac.uk/spm/software/spm8/). The profile of the canonical HRF used in this study is as follows. Delay of response from onset: 6 s, delay of undershoot: 16 s, dispersion of response: 1 s, dispersion of undershoot: 1 s, ratio of peak to undershoot: 6, length of kernel: 21 s, see (Hong and Nguyen, 2014) for the impulse HRF.

The t-value is defined as the ratio of the weighting coefficient to the modeled HR (in the process of fitting the measured stimulus-evoked HR to the modeled one), and its standard error (Friston et al., 2008). A high t-value indicates that the signal is highly correlated with the modeled HR. In this study, the t-values were calculated for individual trials using the robustfit function available in Matlab™, which has been described in detail in (Santosa et al., 2014; see Eqs. (3)–(5)). Specifically, the HbO signal in an experiment (i.e., 1320 data points for 24 trials) was segmented to 55 data points per trial. As seen in Figs. 3A and 4A, the obtained t-values were displayed as a map in order to illustrate the activation in the covered brain region; the intermediate values were interpolated with the Matlab function interp2 using the 22 t-values from 22 channels. On these t-maps, the numbers, the color in a pixel, and the color bar in the lower-right corner indicate the channel numbers, signal intensity, and color scale of the t-value of that pixel, respectively. Fig. 3 is an activation map of Sub. 11 (chosen because he had no hair)'s HbO data for four audio-stimuli in the left and right hemispheres, each t-value being the average of six trials for each sound category. Fig. 4 shows the activation map averaged over the 18 subjects, thus demonstrating the overall trends.

2.6. Regions of interest

The regions-of-interest (ROIs) of four audio-stimuli are investigated: The ROIs denote the brain areas where the t-values are higher than the critical t-value ($t_{crit}$). In this study, $t_{crit}$ was set as 1.6736, as computed from the degree of freedom of the data ($N - 1 = 54$) and the statistical significance level ($\alpha = 0.05$ for one-tailed test). The ROIs were found to differ for the respective sound categories. The signals from each ROI were used for further analysis in feature selection and classification, because using the signals only from the associated ROI (rather than from all of the channels) had improved the classification accuracy. In the case of Subject 11, Chs. 1, 2, 5, 6, 8 (in the left hemisphere) and 24, 27, 28, 29, 33, 36, 37 (in the right hemisphere) for English-speech hearing, and Chs. 9, 10, 22 (in the left hemisphere) and 27, 41 (in the right hemisphere) for non-English-speech hearing, showed that $t > t_{crit}$. These channels are marked as crosses, plus-signs, triangles and circles, respectively, in Fig. 3B. To observe the trends over 18 subjects, the respective signals were averaged (see Fig. 4A), the ROIs from which are identified in Fig. 4B. If the number of channels showing $t > t_{crit}$ is less than two (i.e., the number of channels in an ROI is too small), more than two channels with high t-values can be included. Fortunately, such a case was not encountered in our experiment.

2.7. Feature selection and classification

The signals from the ROI of a given sound stimulus were averaged first. Then, the mean, slope, and skewness values of the averaged HbO signal were used as features for classification. The mean (for 0.5–15 s) differentiates the occurrence of an activation from the resting state; the slope (during 0.5–10 s) indicates the speediness of the occurrence of the response; the skewness is a measure of the asymmetry of a signal in terms of the probability distribution around its mean relative to a normal distribution, and therefore can differentiate the shapes of HbO signals. For example, from the solid (blue) curve in Fig. 2 (which is the averaged HbO of the 18 subjects' English-speech hearing in the left hemisphere), the mean, the slope, and the skewness values are 0.0517, 0.0037, and −0.6790, respectively. In this study, the mean, polyfit, and skewness functions available in Matlab™ were used.

For classification, we used the LDA and SVM classifiers to verify the individual HbO signals. The two classifiers were compared in order to ensure that the HR can be classified from different sound-categories. The classify and multisvm functions available in
Matlab™ were used as the LDA and SVM classifiers, respectively. To determine the classification accuracy, we used 4-runs of 4-fold cross-validation. This method entails the following steps: i) randomly break the data into 4 sets (i.e., 24/4 = 6); ii) train on 3 datasets and test on 1; iii) repeat 4 times and take the mean accuracy. We ran the cross-validation two times to obtain the average and standard deviation for every subject.

3. Results

Fig. 5 presents Subject 11’s three-dimensional (3D) plot of the mean, slope, and skewness values of HbO (x-, y-, and z-axes, respectively) from the left and right hemispheres. It displays data for a total of 24 trials (six trials for each of four categories), which are marked by crosses ( ×, red) for English, plus-signs (+, black) for non-English, upward-pointing triangles (∆, blue) for annoying sounds, and circles (○, green) for nature sounds. It can be seen that the sets of nature sounds and annoying sounds are clearly distinguishable due to the difference in their mean values.

Fig. 6 compares the average HbO signals and the standard deviations over the 18 subjects for English and non-English hearing in the left and right hemispheres, while Fig. 7 compares those of the annoying and nature sounds. The averaging was performed on 108 data points (i.e., 18 subjects × 6 trials) for each category. The shaded areas along the mean values represent their standard errors. It can be seen that the sets of nature sounds and annoying sounds are clearly distinguishable due to the difference in their mean values.

To determine whether the classification accuracies were consistent across the subjects, a cross-subject analysis was performed. Fig. 8 shows the individual subjects’ classification accuracies for the four audio categories using LDA and SVM in the left and right hemispheres. More specifically, it compares the means of the classification accuracies for the individual subjects with their standard deviations, while Fig. 9 depicts those of the two-class classification problems. In Figs. 8 and 9, the first bar (wide downward diagonal), second bar (dashed horizontal), third bar (light horizontal), and fourth bar (wide upward diagonal) indicate the classification accuracies using LDA (green color) and SVM (red color) for the left and right hemispheres, respectively, where the chance level is indicated by the horizontal (blue) line. As for the results variance across the subjects, Subject 5 showed the lowest accuracies. The last bars (Avrg) in both figures are the averages over the 18 subjects: using LDA, the accuracies for four-class classification were 46.17 ± 6.25% (left) and 40.28 ± 6.00% (right), and using SVM they were 38.35 ± 5.39% (left) and 36.99 ± 4.23% (right). It was found that the LDA accuracies were higher than those of SVM, and that the accuracies in the left hemisphere were higher in general than those in the right hemisphere.

Next, to investigate language-related classification capability, two-class classification problems were performed. Fig. 9A and B plot the classification results for speech hearing (English vs. Non-English) and sound hearing (annoying sounds vs. natural sounds), respectively. In both cases, as can be seen, the classification performance was significantly above the chance (i.e., 50%) level. As

Fig. 4. The averaged HbO (over 18 subjects) in the left and right auditory cortices upon four different sound-categories: The ROIs for individual categories are specified.
shown in Fig. 9A (speech hearing), the average classification accuracies using LDA were 71.03 ± 8.72% (left) and 70.03 ± 8.97% (right) and those by SVM, 68.18 ± 8.30% (left) and 68.07 ± 7.59% (right). As shown in Fig. 9B (sound hearing), the average classification accuracies using LDA were 74.97 ± 11.74% (left) and 71.80 ± 9.89% (right), and those by SVM, 72.34 ± 9.72% (left) and 72.15 ± 9.77% (right), respectively. The overall-averaged classification accuracies were 70.53 ± 8.79% (LDA) and 68.11 ± 7.90% (SVM) for speech hearing and 73.39 ± 10.82% (LDA) and 72.24 ± 9.61% (SVM) for sound hearing.

4. Discussion

The authors used the fNIRS technique because of its crucial advantages for analysis of sound-evoked brain activation: non-invasiveness and silence. Along with this, fNIRS has a high potential as a neuroimaging tool, because it can demonstrate real-time imaging in everyday life. To compare brain activities, two types of information (spatial and temporal) were examined. The t-map (see Figs. 3 and 4) depicts the spatial distribution of activation in terms of the correlation level of the measured HR with the expected HR for a given stimulus. However, it cannot reveal the signal strength in the given location. Therefore, to determine the intensity of brain activity, the temporal magnitude of the HR (Figs. 6 and 7) should be examined together with the activation map. In this study, four audio categories (English-speech, non-English-speech, annoying sounds, and nature sounds) were investigated. The detection area in the left hemisphere (see Fig. 1) includes the Wernicke’s and Broca’s areas, both of which are related to language processing (see Fig. 4B). The obtained results will be discussed in two aspects: asymmetry and classification.

Asymmetry in the functional responses in the left and right hemispheres was observed (Toga and Thompson, 2003). The left hemisphere is known to be responsible for language, math, and
logic, while the right hemisphere is responsible for spatial abilities, visual imagery, music, etc. Particularly, the auditory cortex in the left hemisphere is known to be dominant in the hearing of phonemic (~12–50 Hz) transitions in speech, while right lateralization occurs in hearing the syllabic (~3–7 Hz) transition in speech (Poelmans et al., 2012).

Comparing the first and second rows in Fig. 4A, it can be seen that the brain is more activated when hearing understandable language (English) than non-understandable language (non-English). The same phenomenon was found in Fig. 6, in which the peak values of the HR when hearing English-speech are higher than those when hearing non-English speech in both hemispheres. If the peak magnitudes are compared, the percentile ratio of the peak value of non-English hearing to that of English hearing is 85% (i.e., 0.1568/0.1844) in the left hemisphere and is 60% (i.e., 0.1223/0.2022) in the right hemisphere.

In the presence of left lateralization in language processing, such a phenomenon did not occur in our case (i.e., in English-speech hearing). As seen in the first row of Fig. 4A, the color in the right side is more red (i.e., highly correlated) when hearing English-speech. This means that in this case, right lateralization exists. This is seen also in Fig. 6: when hearing English-speech, the peak value on the right side (i.e., 0.2022) was higher than that on the left side (i.e., 0.1844). The authors believe that this was due to the fact that segmented speech-stimuli data were used in the experiment (i.e., 10 s speech and 20 s rest; 0.033 Hz). Also the dominant frequency in the speech stimuli was close to 4 Hz, which belongs to the frequency band of syllables in speech. This might be congruent with Abrams et al. (2008) in that right lateralization occurs for slow and syllabic-rate modulation in the auditory cortex.

Fig. 7. The averaged HbOs (over 18 subjects) and their standard deviations for annoying and nature sounds.

Fig. 8. Classification accuracies of 4 sound-categories (from the left and right hemispheres) and the overall average over 18 subjects: LDA vs. SVM (the bar on top represents the standard deviation of the obtained mean value).
Asymmetry in hearing non-language sounds was observed as well. First, as seen in Fig. 4A–C, annoying sounds prevailed in a broader brain region than did nature sounds. Comparing the third and fourth rows in Fig. 4, the color of the t-map for annoying sounds is more yellow throughout the region than that of nature sounds. Additionally, since the signal strength cannot be seen in this t-map, the temporal HR data of both sound categories were examined as well: In Fig. 7, the peak values of the HRs for annoying sounds are 0.0888 (left) and 0.1006 (right), whereas those of nature sounds are 0.1890 (left) and 0.1702 (right). This reflects the fact that humans respond more profoundly to nature sounds than to annoying sounds. This result is congruent with Plichta et al. (2011) in that the HR to pleasant sounds increases as compared with that to unpleasant sounds.

The average classification accuracies using the HbO signals from the left hemisphere were higher than those from the right hemisphere (see Table 2). In the two-class classification problems, the average performance in the left hemisphere was 73.0 ± 10.23%, while that in the right hemisphere was 70.9 ± 11.05%. In the four-class cases, the accuracy in the left hemisphere was 46.17 ± 6.25%, while that in the right hemisphere was 40.28 ± 6.0%. Therefore, if only one side of the brain is to be chosen for BCI purposes, the left hemisphere is recommended.

Regarding the classifiers’ performances (see Fig. 9), the overall two-class classification accuracies of LDA were 70.53 ± 8.79% (speech hearing) and 73.39 ± 10.82% (sound hearing), whereas those of SVM were 68.11 ± 7.90% (speech hearing) and 72.24 ± 9.61% (sound hearing), respectively. Therefore, it was concluded that LDA performs better than SVM in classifying the HR signals evoked by audio stimuli.

Variations in signal strength and, therefore, classification accuracy are due to several factors. i) Skull and scalp thicknesses (Lynnerup et al., 2005) and hair darkness. In the present study for example, the subject with the best experimental conditions was Subject 11, who had no hair; the data for Subject 11, therefore, were used in illustrating the activation map and scatter plot in Figs. 3 and

![Fig. 9. Classification accuracies of two sound-categories: (a) Speech hearing (English vs. non-English), (b) sound hearing (annoying vs. natural).](image-url)
respectively. ii) A subject’s concentration level. In the current experiment, some of the participants reported difficulty in focusing due to fatigue; minimizing such subject-wise variation, then, is another important factor to consider. iii) The size of a data set. A larger amount of data for cross-validation would yield a better result, but it would also consume more experimental time, thus leading to subject fatigue. It should be noted too, that to make the HR return to the baseline, at least 20 s is needed. Finally, a possible reduction of variation in classification accuracy can be accomplished by using the optimum activation period to increase the number of trials with good environmental conditions.

5. Conclusions

This study investigated the use of functional near-infrared spectroscopy to decode the hemodynamic responses evoked by audio-stimuli from four different sound categories (English-speech, non-English-speech, annoying sounds, and nature sounds). To account for and handle the large variations of data in the multi-class offline classification problem, three data processing steps including pre-processing, feature-selection, and classifier selection were examined. As features for classification, the mean, slope, and skewness values of HbO were used. Interestingly, the classification accuracies were higher in the left hemisphere than in the right hemisphere. Further, we demonstrated that the HR differs from those different sound-categories, which fact reflects the reported hemispheric lateralization in the auditory cortex areas. Finally, we concluded that the fNIRS signals of the HR, as evoked by audio-stimuli representing the four different sound-categories, are distinguishable. The overall results suggest that it is possible to decode the responses to different sound-categories in the auditory cortex areas.
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Table 2

<table>
<thead>
<tr>
<th></th>
<th>Left (%)</th>
<th>Right (%)</th>
<th>Average (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A) LDA</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-class classification</td>
<td>Speech</td>
<td>71.03 ± 8.72</td>
<td>70.03 ± 8.97</td>
</tr>
<tr>
<td></td>
<td>Sound</td>
<td>74.97 ± 11.74</td>
<td>71.80 ± 13.13</td>
</tr>
<tr>
<td>Four-class classification</td>
<td>Speech</td>
<td>46.17 ± 6.25</td>
<td>40.28 ± 6.00</td>
</tr>
<tr>
<td></td>
<td>Sound</td>
<td>8.16 ± 8.30</td>
<td>6.87 ± 7.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>72.34 ± 9.72</td>
<td>72.15 ± 9.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38.35 ± 5.39</td>
<td>36.99 ± 4.23</td>
</tr>
</tbody>
</table>
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