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In this paper, we present a systematic method to reduce the time lag in detecting initial dips using
a vector-based phase diagram and an autoregressive moving average with exogenous signals (ARMAX)
model-based q-step-ahead prediction algorithm. With functional near-infrared spectroscopy (fNIRS), sig-
nals related to mental arithmetic and right-hand clenching are acquired from the prefrontal and left pri-
mary motor cortices, respectively. The interrelationship between oxygenated hemoglobin, deoxygenated
hemoglobin, total hemoglobin and cerebral oxygen exchange are related to initial dips. Specifically, a
threshold value from the resting state hemodynamics is incorporated, as a decision criterion, into the
vector-based phase diagram to determine the occurrence of initial dips. To further reduce the time lag,
a q-step-ahead prediction method is applied to predict the occurrence of the dips. A combination of
the threshold criterion and the prediction method resulted in the delay time of about 0.9 s. The results
demonstrate that rapid detection of initial dip is possible and therefore can be used for real-time brain–
computer interfacing.

Keywords: Initial dip; functional near-infrared spectroscopy; vector-based phase analysis; reduction of
detection time; prefrontal cortex; motor cortex.

1. Introduction

This paper presents a systematic way of detect-
ing initial dips appearing in functional near-infrared
spectroscopy (fNIRS) signals.1–3 The initial dip
denotes the decrease of oxygenated hemoglobin
(HbO) caused by a neuronal activation. It is a direct
indication of the generation of a neuronal command
(i.e., a metabolic signal, not a blood volume related
signal). For fast brain–computer interface (BCI),
immediate detection of a brain command is crucial.

This can be done by detecting the metabolic sig-
nal associated with the given command, rather than
the blood volume related signal that appears in a
while. The initial dip as a metabolic phenomenon
has been an important research issue. In relation to
its detection, the pioneering works of Kato and his
coworkers (see Sec. 2.1 below) have resulted in the
vector-based phase analysis method. In their works,
however, a systematic way of detecting the occur-
rence of an initial dip was unclear. In this paper,
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to detect neuronal-command-related initial dips, a
novel scheme by combining the vector-based phase
analysis method, a threshold-value criterion, and
a prediction method based upon an autoregressive
moving average with exogenous signals (ARMAX)
model is proposed. For demonstration, mental arith-
metic and hand-clenching tasks in the prefrontal and
motor cortices, respectively, are performed.

fNIRS is a relatively new noninvasive brain-
imaging modality that is used to measure the
hemodynamic changes, that is, changes in the con-
centrations of HbO and deoxygenated hemoglobin
(HbR). It uses light in the near-infrared range (650–
900 nm)1–3 in which the absorption of light due to
skin, tissues, and bones is much lower than that of
HbO and HbR. Due to the differences in the absorp-
tion spectra of HbO and HbR in the near-infrared
range, their relative concentration changes can be
measured using light attenuation at multiple wave-
lengths.

fNIRS utilizes near-infrared light emitter-
detector pairs. The emitter emits light at two or
more distinct wavelengths. Such light, due to its low
absorption by skin and tissues, can penetrate a sub-
ject’s scalp, traveling inside the skull and causing
multiple scatterings of photons. Some of these pho-
tons are absorbed, whereas others continue to dis-
perse and pass through the cortical areas wherein
the HbO and HbR chromophores absorb the light
with different absorption coefficients. A part of pho-
tons then exit and are captured using suitably placed
detectors. The intensity of the exited light is then
used to calculate the HbO and HbR concentration
changes along the photon path according to the mod-
ified Beer–Lambert law (see Sec. 2.5). The princi-
ple of fNIRS measurement, first reported by Kato
et al.,1,4 has been applied not only to the study of
cerebral hemodynamics for more than two decades
now, but also, in more recent years, in the fields of
brain mapping, brain-state decoding, and BCI.5–20

The major advantages of using fNIRS are noninva-
siveness, low cost, portability, and ease of use. fNIRS,
moreover, because it is an optical modality, produces
measurements that are not susceptible to electro-
genic artifacts.

The main drawback of using hemodynamics is
that it lags the neuronal activation by approximately
2 s.19,21 In this paper, we attempt to cope with this
problem by detecting the initial dip, which occurs

ahead of the conventional hemodynamic response. As
a result of a task-related event/activity,22 the oxygen
demand in the task-specifically related brain region
changes. This causes the concentration changes of
oxygenated (∆HbO) and deoxygenated hemoglobin
(∆HbR) in that region. The dynamics of these con-
centration changes were also discovered by the opti-
cal imaging technique, which revealed that the typ-
ical HbR concentration change consists of a small
rise in the initial state, peaking up at approxi-
mately 2 s, followed by a decrease that endures sev-
eral seconds after the end of the stimulation.23,24

This initial rise of ∆HbR has been interpreted as
a transient increase due to the metabolism that pre-
cedes the conventional hemodynamic response. The
metabolism increase makes an increase in ∆HbR
concentration and further causes the neurons to draw
more oxygen out of the capillary network. Such
hemodynamic response eventually overcompensates
the initial oxygen demand, resulting in a net increase
in HbO concentration. Since an increase in ∆HbR
leads to a decrease in the magnetic resonance sig-
nal, this initial phase is commonly known, within the
functional magnetic resonance imaging (fMRI) com-
munity, as the initial dip.25 This initial dip, either
in invasive human/animal studies or in noninvasive
human studies, has been reported to occur prior
to the increase of blood oxygenation.2,24–30 How-
ever, given its small amplitude and short duration,
it has been difficult to detect it. Kato27 was the first
fNIRS study viewing the initial dip from a capillary
event. However, they did not use the terminology
“initial dip” in their work. Instead, the phenomenon
was described as fast-oxygen response in capillary
event (FORCE). In fNIRS studies, to the best of
the authors’ knowledge, the term “initial dip” was
first used in Ref. 21 (p. 485) showing a decrease in
∆HbO and an increase in ∆HbR in the visual cor-
tex. Yoshino and Kato31 classified five types of ini-
tial dips using the vector approach, which was the
first introduction of multiple types of initial dips.
Although the hyperemic phase (increased ∆HbO)
would be the main focus in both fMRI and fNIRS
studies, the initial phase is believed to reflect more
directly the metabolic response and thereby the neu-
ronal activity. The ∆HbO and the change in total
hemoglobin (∆HbT) responses, as concurrent with
increased ∆HbR, have varied in the previous stud-
ies, which was discussed in detail in Ref. 31.
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Fig. 1. Application of initial dips for BCI.

The main reason why neuroscientists are so keen
in an initial dip is that it is faster than the conven-
tional hemodynamic response, and also more spa-
tially specific.32–35 This advantage comes from the
fact that, in theory, the initial dip is more closely
related to the region of neural metabolism and thus
can allow for more precise spatial localization than
the conventional hemodynamic response can predict.
Furthermore, one of the challenges in using fNIRS for
BCI purposes is to reduce the inherent delay in the
conventional hemodynamic response. Therefore, the
development of a new technique for the detection of
initial dips and a further reduction of the detection
time are necessary in order to use fNIRS for real-time
BCI, see Fig. 1.

In this paper, we utilize the vector-based phase
analysis of fNIRS signals to detect the initial dip in
the prefrontal and motor cortex areas as a result of
mental arithmetic and hand-clenching tasks, respec-
tively. We found a time lag in detection of the initial
dip, and as a way of reducing the detection time,
we applied an autoregressive moving-average model,
using a q-step-ahead prediction algorithm to prede-
termine the occurrence of the initial dip.

The key contributions of this paper towards the
realization of real-time BCI lie in the utilization of
the vector-based phase diagram, the design of deci-
sion criteria, and the implementation of a predic-
tion algorithm. Besides the quickness of detection,
the efficiency and accuracy of the proposed method
are additional contributions.

2. Methods

The previous NIRS studies,2,27 in attempting to
detect the initial dip, have looked for deoxygenation
based on an ∆HbR increase and ∆HbO decrease.
Herein, we consider all four indices: ∆HbO, ∆HbR,
∆HbT, and changes in cerebral oxygen exchange
(∆COE). ∆COE, defined as the difference between
∆HbR and ∆HbO, is an indicator of oxygenation-
level changes in blood vessels, and therefore reflects
neuronal activity.28,36,37 An increase in ∆COE rep-
resents deoxygenation in the capillaries as a result of
oxygen consumption by the nerve cells; such increase,
therefore, indicates hypoxic change in the blood ves-
sels. A decrease in ∆COE shows that there is a high
level of oxygenation in the blood vessels because
oxygen-containing red blood cells are being supplied
from the arteries. ∆COE provides a higher degree
of precision as a physiological indicator of increased
brain functionality as compared to the convention-
ally used ∆HbO or HbT.36,37 In consideration of the
four indices of oxygen-level changes, there are four
possible cases of hypoxic change, defined as follows.31

Case 1. Increase in all ∆HbO, ∆HbR, ∆HbT, and
∆COE such that the magnitude of ∆HbR is greater
than that of ∆HbO. This will result in an increase
in ∆COE, which indicates deoxygenation.

Case 2. A decrease in ∆HbO and increases in
∆HbR, ∆HbT, and ∆COE. In this case, ∆HbR is
positive and ∆HbO is negative, implying that ∆COE
is positive, which indicates deoxygenation.
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Case 3. Decrease in ∆HbO and ∆HbT, and increase
in ∆HbR and ∆COE. It is the same as Case 2 except
that ∆HbT decreases.

Case 4. Decrease in ∆HbO, ∆HbR, and ∆HbT and
increase in ∆COE. In this case, ∆HbR, ∆HbO, and
∆HbT decrease such that the magnitude of ∆HbR
is greater than that of ∆HbO, which results in an
increase in ∆COE.

To examine the behavior of all four indices simul-
taneously on a single plane, the vector-based phase
analysis is used.

2.1. Vector-based phase analysis

The vector-based phase analysis method, devised by
Kato,28,31,37,38 is based on an orthogonal vector coor-
dinate plane defined by ∆HbO and ∆HbR signals, as
shown in Fig. 2. Rotating this plane by 45◦ counter-
clockwise results in another orthogonal plane defined
by ∆HbT and ∆COE such that

∆HbT = (∆HbO + ∆HbR)/
√

2, (1)

∆COE = (∆HbR −−∆HbO)/
√

2. (2)

The magnitude and the phase of a vector, L, on this
plane can be described as

|L| =
√

∆HbO2 + ∆HbR2, (3)

E = tan−1 ∆COE
∆HbT

= tan−1 ∆HbR
∆HbO

− 45◦, (4)

where E is a function of the ratio of ∆COE and
∆HbT,36 and, therefore, defines the degree of oxy-
gen exchange.38 The classification of different phases

Fig. 2. Vector-based phase diagram: Initial dips occur
through Phases 1–428,31 when trajectories deviate the
(dotted) threshold circle obtained from the resting state.

shown in Fig. 2 is also determined by angle E.
From the ratios between ∆HbO, ∆HbR, ∆HbT, and
∆COE, the state of neural activity can be divided
into eight phase types on the vector plane (see
Fig. 2). By drawing the vector L on the vector-phase
diagram, we can see in which phase it lays. Thereby,
brain activity can be evaluated qualitatively, as clas-
sified into eight different regions in the plane. Pre-
viously, a brain-activity evaluation was based upon
relative magnitudes only (i.e. the changes in sig-
nal amplitude was used). Another advantage of the
vector-based phase analysis is that it enables a visu-
alization of the interrelationship of four different
indices on a single plane in relation to an evoked
brain activity. In the phase diagram, Cases 1–4
described above correspond to Phases 1–4 in Fig. 2,
respectively, and the HbX trajectories can be clearly
visualized on the plane.

Our criteria of detecting initial dips are: (i) The
vector must lie in any of Phases 1–4 and the mag-
nitude should deviate a certain threshold value that
is represented by a dotted circle in the vector-phase
diagram. (ii) The radius of this circle is set to the
largest value of |L|, calculated by Eq. (3), for each
channel, during the resting state. By low-pass filter-
ing, the occurrence of an abrupt peak during the rest-
ing state can be eliminated in advance.

The reason for using a threshold circle in this
study, primarily, is to minimize a false detection
of the initial dips. If there is no threshold value
for detecting it, some large variations of ∆HbO,
∆HbR values in the resting state and even during
the task period could be interpreted as initial dips.
For instance, the rise of ∆COE above zero which is
merely a resting state fluctuation can be interpreted
as an initial dip.

2.2. Subjects

To demonstrate the signal processing scheme, two
right-handed male adults participated in the exper-
iments (the role of the second subject was to
re-confirm the proposed methodology). Both partic-
ipants were healthy and had no history of any psy-
chiatric or neurological disorder. The subjects had
normal or corrected-to-normal vision. Verbal con-
sent was obtained prior to their enrollment in the
experiments and after they were informed in detail
about the experimental procedure. The experiments
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were conducted in accordance with the Declaration
of Helsinki.39

2.3. Experimental protocol

Two different experiments were performed to illus-
trate the proposed scheme: mental arithmetic and
right-hand clenching.

2.3.1. Mental arithmetic task

The participants were seated in a comfortable chair
approximately 65–70 cm from a monitor that was
used to provide visual cues. They were advised to
relax and restrict their head movement as much
as possible. Figure 3(a) shows the experimental
sequence for the mental arithmetic experiment: the
first 15 and the final 7min were the resting peri-
ods; between these, 20 s task-rest sequences were
repeated five times. For the mental arithmetic task,
the subjects were asked to perform a series of men-
tal calculations of arithmetic problems that appeared
on the screen. During the task period, the subjects
were asked to subtract a two-digit number (between
10 and 20) from a three-digit number for 10 s, which
appeared randomly on the screen. For example, for
an initial 3-digit number 730, the sequential messages
on the screen were 730 − 17 =?, 713 − 12 =?, 701 −
15 =?, and so on.40–47 Since the monitor was turned

(a)

(b)

Fig. 3. Experimental paradigms: (a) Mental arithmetic
experiment consists of a 15 min rest period followed by
five trials of 10 s mental arithmetic task which were fol-
lowed by a 7 min rest period; (b) hand clinching experi-
ment consists of two 20 s trials with a rest period of 60 s
between them.

to black to indicate the end of the arithmetic task,
the subject did not go beyond 10 s on each trial.

2.3.2. Hand-clenching task

Figure 3(b) illustrates the experimental sequence of
the hand-clenching task: the first 20 s was a rest
period followed by a 20 s task period; a 1 min rest
period was provided before the second trial to allow
the signals to settle down to the baseline. Since the
brain area in Fig. 4(b) for the hand-clenching task
covers the dominant region in the motor cortex and
elicits a strong hemodynamic response, it was used
to obtain fNIRS signals. During the hand-clenching
task, the subjects were advised to clench their right
hand with a frequency of approximately 1 Hz. Audio
cues “start” and “stop” were given to let the subject
know the start and the end of each trial.

2.4. Optode placement and channel
configuration

The configuration/placement of optodes plays an
important role in fNIRS measurement. The emitter-
detector distance is determined based on the depth of
the region of interest: An increase in emitter-detector
distance, for example, leads to an increase in imaging
depth.48–52

To measure the hemodynamic response signals
from the motor cortex and the prefrontal cortex,
an emitter-detector separation of 3 cm has been
arranged,50,51 as a separation of more than 5 cm
might result in weak and unusable signals.49 To mea-
sure the hemodynamic signals in relation to right-
hand clenching, four near-infrared light emitters and
five detectors were placed over the primary motor
cortex in the left hemisphere. In the mental arith-
metic experiment, three emitters and eight detectors
were positioned over the prefrontal cortex to measure
the signals induced by the mental arithmetic tasks.
Figure 4 shows the emitter-detector arrangements in
the primary motor and prefrontal cortices.

2.5. Signal acquisition and processing

The mental arithmetic signals were acquired using
NIRScout from NIRx Medical Technologies, NY, at
a sampling rate of 7.81Hz. The system uses two
wavelengths of 760 and 850 nm. The task starting
time has been automatically synchronized in the
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(a)

(b)

Fig. 4. Optode placement and channel configuration:
(a) For the mental arithmetic task; (b) for the hand
clenching task. The emitter-detector distance of 3 cm was
applied for both experiments.

fNIRS data by the machine itself. Therefore, if an
initial dip is detected, such a human delay that
occurs when the subject begins to calculate the arith-
metic problems late upon the pop-up of the prob-
lems on the screen will be included in the initial
dip delay. But, to acquire the initial dip from a
hand clenching trial, a multichannel continuous-wave
fNIRS system (DYNOT: DYnamic Near-infrared
Optical Tomography, two wavelengths of 760 and
830 nm) from the same company, NIRx, NY, was
used at a sampling rate of 1.81Hz. In this case,
the starting time has been marked manually in
the data.

The raw optical density signals from both
machines were first converted to ∆HbO and ∆HbR

using the modified Beer–Lambert law.53[
∆HbO(t)

∆HbR(t)

]
=

[
αHbO(λ1) αHbR(λ1)

αHbO(λ2) αHbR(λ2)

]−1

×




∆A(t, λ1)
d(λ1)

∆A(t, λ2)
d(λ2)


 1

l
, (5)

where ∆A(t, λj)(j = 1, 2) is the measured
absorbance (optical density) variation of a light emit-
ter of wavelength λj at time t, αHbX(λj) is the extinc-
tion coefficient of HbX(t) in µM−1mm−1, d(λj) is
differential path-length factor (DPF), l is the dis-
tance (in millimeters) between the emitter and the
detector. The quotient ∆A(t, λj)/d(λj) is unit less.
The physiological noises due to respiration, heart-
beat, and Mayer waves were then minimized by low-
pass filtering of the data with a cut-off frequency of
0.3Hz. The effect of low-frequency drift, meanwhile,
was minimized by high-pass-filtering the data with a
cut-off frequency of 0.01Hz.

Subsequently, ∆HbT, ∆COE, L, and E were cal-
culated using Eqs. (1)–(4), respectively. Note that L

has the same unit as of the four indices whereas E

is in degree. The resulting vectors at each data point
were calculated from the onset of the task period
up to 20 s for all trials and channels. The detection
of an initial dip is concluded if a vector L lies in
Phases 1–4 in Fig. 2 and its magnitude (i.e. |L|task)
begins to deviate from the threshold circle, which is
the highest value of |L| at rest (i.e. |L|rest).

3. Results

3.1. Mental arithmetic experiment

The time series of ∆HbO, ∆HbR, ∆HbT, and ∆COE
for the activated channels 2, 5, and 10 in all five tri-
als of the mental arithmetic task for Sub. 1 are plot-
ted in Fig. 5. The vector-based phase diagrams of
all 12 channels for the first trial is shown in Fig. 6.
It can be seen that the vectors corresponding to the
first few data points appear in the initial dip phase
(Case 4) showing early deoxygenation and then mov-
ing to the conventional stage of increased ∆HbO and
decreased ∆HbR. It is also apparent that the vectors
corresponding to the inactive channels remain within
the threshold circle, where the radii of the threshold
circles vary per channel since it was set to the high-
est value during the resting state on that channel.
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Fig. 5. Time series (∆HbO, ∆HbR, ∆HbT, ∆COE) for 20 s after the stimulus for all five trials of the mental arithmetic
task (Subject 1). The task duration is from 0 to 10 s. The detection times of initial dips are marked by arrows. Initial dips
are not detected in Ch. 2, while they are detected in Chs. 5 and 10.

Any possible unexpectedly high value of |L|rest has
been eliminated by low-pass filtering of the signals.
It should also be noted that the entire hemodynamic
response for the given 10 s task period is irrelevant
to the objective in this paper, because the initial dip
in the initial stage of the hemodynamic response has
a meaning.

3.2. Hand-clenching experiment

The ∆HbO, ∆HbR, ∆HbT, and ∆COE time series
of the activated channels (Chs. 1 to 3) for the entire
hand-clenching task for Sub. 1 are provided in Fig. 7.
The vector-based phase diagrams of all 12 channels
for the first trial are shown in Fig. 8.

Similarly to the mental arithmetic experiment,
it can be seen that the vectors corresponding to
first few data points appear in the initial dip phases
(Cases 3 and 4) showing early deoxygenation and
then moving to the conventional stage of increased
∆HbO and decreased ∆HbR. The trajectories in
the vector-phase diagrams of the inactive channels
remain within the threshold circle, which is deter-
mined as the highest value of |L| during the resting
state; the vectors below this value, therefore, repre-
sent inactivation.

Although initial dips were detected successfully,
there was a delay of a few data points (0.8–1 s) after
the task period onset. To reduce this delay and to
detect it in real time as soon as the task starts, we
propose to use a prediction algorithm to forecast the
dynamics of the fNIRS signals.

4. Reduction of Time Delay
(Prediction)

In order to further reduce the time delay (defined as
the time gap between the onset of a task and the time
when the initial dip is detected) of the detection of
the initial dip, we used a q-step-ahead prediction to
pre-determine the occurrence of the initial dip. For
this purpose, an autoregressive moving average with
exogenous inputs (ARMAX) model for localization
and prediction of brain activation prompted by a par-
ticular cortical task was used. Although various mod-
els including the general linear model have been used
frequently in the previous studies,54–58 they require
improvements in the design matrix for the analysis
of optical signals.60

To estimate and predict the hemodynamic
responses mathematically, the following discrete
ARMAX model was adopted.59,60

HbXi(k) =
n0∑

n=1

ai
nHbXi(k − n)

+
m0∑

m=1

bi
mdHRF(k − kd − m)

+
p0∑

p=1

ci
pw(k − p) + εi(k),

(6)

where HbX denotes the HbO and HbR time series,
the superscript i denotes the channel number, k is
the discrete time, dHRF denotes the desired hemo-
dynamic response function (i.e. input), w represents
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Fig. 6. (Color online) Vector-based phase diagram of all 12 channels for the mental arithmetic task (Sub. 1, trial 1):
Chs. 5 and 10 show initial dips marked in red. Vectors of all other channels remain within the threshold circle except
Ch. 2 which shows some activation, however, initial dip is not detected in it.

the exogenous signals, and ε is the zero mean Gaus-
sian noise. an, bm, and cp denote the coefficients of
the time series of the system, input, and physiological
noise, whereas n, m, and p are their orders, respec-
tively, and kd is the dead time.

It is noted that, in Eq. (5) of Kamran and Hong,59

the exogenous signal w included specifically three
physiological signals (heartbeat, breathing, Mayer
wave) and the baseline correction part.

The dHRF is defined as the convolution of the
canonical hemodynamic response function (cHRF),
h(k), and the stimulus, s(k), as follows.

u(k) = k1

k−1∑
n=0

h(n)s(k − n), (7)

where u is the dHRF, k1 is the scaling parameter
used to scale the amplitude of the response (here,
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Fig. 7. Time series of ∆HbO, ∆HbR, ∆HbT, and
∆COE for the hand clinching experiment (Sub. 2). The
black lines mark the start of the 20 s task periods whereas
the black arrows mark the detection of initial dips.

k1 = 10 was used) if required, and s(k) is defined as

s(k) =

{
0, if k ∈ rest,

1, if k ∈ task,
(8)

where rest and task stand for the rest and the task
periods, respectively. The cHRF, h(k), in Eq. (7) is
generated as a linear combination of two Gamma
variant functions55,60 as follows.

h(k) = α1

[
(k/τ1)(ϕ1−1)e−(k/τ1)

τ1(ϕ1 − 1)!

− α2
(k/τ2)(ϕ2−1)e−(k/τ2)

τ2(ϕ2 − 1)!

]
, (9)

where α1 is the amplitude, τi and ϕi (i = 1, 2) tune
the shape and scale, respectively, and α2 is the ratio
of the response to the undershoot (in our work, α1 =
α2 = 0.16, τ1 = τ2 = 1, k = 10, φ1 = 6, φ2 = 16 were
used).

A simple way to identify the ARMAX model,
Eq. (6), is to use a Matlab function armax: Once
n, m, and p, and kd are specified, it returns an, bm,
and cp for given input and output data (in this work,
the input was dHRF, and the output was the mea-
sured HbX and n0 = m0 = 1, and p0 = kd = 0 were
used).

For prediction, the following q-step-ahead pre-
diction model was used, whose structure was deter-
mined through Eq. (6).

yi
p(k + q) =

n0∑
n=1

ai
nyi

p(k + q − n)

+
m0∑

m=1

bi
mHbXi(k − m)

+
p0∑

p=1

w(k + q − p) + εi(k), (10)

where yp is the predicted value, q is the prediction
step size. The input in this model is the measured
hemodynamic response.

The system identification toolbox of Matlab
(“armax” and “predict” commands) can be used to
implement the prediction part. If an initial dip occurs
at around 0.9 s, the maximum horizon for prediction
is less than 0.9 s. In the mental arithmetic task, q = 7
was used because the sampling frequency of NIRSout
was 7.81Hz. However, in the hand-clenching task,
q = 2 was used because the used sampling frequency
of DYNOT was 1.81Hz.

The measured and predicted time series of ∆HbO
for the mental arithmetic task are plotted in Fig. 9.
A vector-phase analysis of the predicted ∆HbO and
∆HbR (or ∆HbT and ∆COE) signals was performed
to determine whether initial dips are detectable using
the predicted data or not. It is found that if the
estimation model and the prediction model are the
same, the predict command precedes the data in
the forward direction. Since the time information
is not visible in the vector-phase analysis plots, to
compare the times in which the initial dips were
detected in two cases, the HbO magnitudes of the
measured (Lm) and predicted data (Lp), represent-
ing changes in reaction amplitude, were compared
in Fig. 9.

As shown in Fig. 10, the predicted data reflect
well the measured data. The instance at which
the magnitude of the resultant vectors crosses the
threshold line is marked as the start of the ini-
tial dip. It can be seen that the start of the ini-
tial dip for the predicted data preceded that of the
measured data. Since we used 7-step-ahead predic-
tion (∼0.9 s), the initial dip detected using the pre-
dicted data can precede that of the measured data
up to 0.9 s, if it is successful. At this point, it is
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Fig. 8. (Color online) Vector-based phase diagram of all 12 channels for the hand clenching experiment (Sub. 2, trial
2): Chs. 1, 2, and 3 show initial dips marked in red. Vectors of all other channels remain within the threshold circle
representing no activation.

noted that ∆COE and ∆HbT are not measured, but
they are computed using the values of ∆HbO and
∆HbR.

The initial dips were detected in 10 signals out of
15 cases for the mental arithmetic task (five trials,

three active channels) and in five signals out of
six cases from the hand clenching task (two tri-
als, three active channels). The detection times for
two experiments are tabulated in Tables 1 and 2,
respectively.
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Fig. 9. Comparison of the measured and predicted (7-
step ahead) ∆HbOs for the mental arithmetic task (Sub.
1). The stimulation period and the dHRF are also shown.
Initial dips detected using the predicted response are
marked with arrows.

Fig. 10. (Color online) Magnitudes of vectors from mea-
sured and predicted data for the mental arithmetic task
(Subject 1, Ch. 5): The magnitude of vectors calculated
from measured ∆HbO and ∆HbR and the predicted
∆HbO and ∆HbR are shown in blue and red colors,
respectively. The constant black line in the middle repre-
sents the threshold value given by a circle in the vector-
based phase diagram.

Table 1. The measurement time of initial dip for the
mental arithmetic task.

Ch Trial 1 Trial 2 Trial 3 Trial 4 Trial 5

2 Not Not Not Not Not
detected detected detected detected detected

5 0.90 s 0.81 s 0.87 s 0.93 s 0.91 s
10 0.92 s 0.85 s 0.89 s 0.91 s 0.91 s

Table 2. The measurement time of
initial dip for the hand-clenching task.

Ch Trial 1 Trial 2

1 0.91 s 0.93 s
2 0.87 s 0.90 s
3 Not detected 0.90 s

5. Discussion

This paper presents a work on the detection of ini-
tial dips from the prefrontal and the primary motor
cortices using a threshold value in the vector-based
phase diagram to make a decision. An fNIRS time-
series prediction method to reduce the detection
time of the initial dip is also proposed. The general
mathematical formulation of ARMAX exists in the
literature. However, the application of ARMAX to a
brain-activation estimation model was presented by
the author’s previous papers.59,60 Also, the q-step-
ahead prediction has been proposed to reduce the
time lag. Even though the ARMAX model has been
used in the previous study for brain-activation and
estimation modeling, the novelty of this study lies
in the proposition of adopting the threshold value
criterion to make a decision and the utilization of
an ARMAX model in the q-step-ahead prediction to
reduce the time lag.

In this paper, the use of a threshold circle in
the vector-based phase diagram for detecting initial
dips is firstly proposed. In this case, the initial dip
delay (time lag) is defined as the time gap between
the onset of a task and the time when the vector
exceeds the threshold circle. In this work, a threshold
value for each channel is set to the highest strength
(see Sec. 2.1) during the resting state of the chan-
nel. Through this, a time delay of approximately less
than 1 s can be achieved, while Wylie et al.2 had
detected the rising of the hemodynamic response at
approximately 2 s after the onset of the task period.
This initial dip delay should be further shortened to
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enable more fast BCI applications. To reduce fur-
ther, we developed a q-step-ahead prediction algo-
rithm based on the ARMAX model.

One of the objectives in this paper is to grasp
an idea on the amount of reduction time in both
cases; by using the vector-based phase analysis and
by using the ARMAX model. Therefore, the analyses
have been done separately. But, in real applications,
both processes should be run in parallel. To quantify
the size of initial dip delay (from the start of brain
activation), the starting time of external stimulation
has been marked. If this happens, it will be a reac-
tive BCI, which means that neuronal commands are
made upon external stimuli. But, for active BCI, the
occurrence of initial dips should be checked from the
baseline signal during the resting state. In this case,
the detection time can be further shortened because
a visual delay to respond to external stimuli can
be avoided. In real-time applications, the ARMAX
model should get activated as soon as the fNIRS sig-
nals get received and preprocessed.

One of the disadvantages of using fNIRS for BCI
purposes was the inherent delay in the conventional
hemodynamic response. Now, the detection of the
initial dip can enable a faster BCI application.61–69

Furthermore, it might also allow for more spatially
specific brain mapping and, thus, provide insight into
neurovascular coupling, because it is believed to be
closely related to the region of metabolism.

The vector-based phase analysis method allows
for monitoring of changes at the brain-activation
level by evaluating four different indices simultane-
ously. The four indices can be analyzed in the same
plane, and their interrelationship can be observed
simultaneously. The magnitude of the vectors repre-
sents the extent of change in hemoglobin, and can be
considered as a new index of brain-activity strength
change.70 Several previous attempts to detect ini-
tial dips have focused only on ∆HbR increase,
ignoring other possibilities for initial dips in the
fNIRS response.32–34 The vector-based phase anal-
ysis enables analyses of brain functionality and ini-
tial dip without overlooking several other initial-dip
detection possibilities. It also allows the possibility
of classifying initial dips into different phases (phases
1 through 4). The feature extraction and classifica-
tion71–78 of initial dips can play an important role
in the development of initial-dip-based fNIRS-BCIs
as well as in detection and diagnosis of several brain

disorders.79–90 For an online BCI,91–95 the ARMAX
model parameters and the threshold values will be
estimated during the training stage. The stimulus
s(k) in this case remains the same for a synchronous
(also called cue-paced) BCI. Notwithstanding these
advantages, a disadvantage is that, in the vector-
phase analysis, the time information is not evident,
and a time-series analysis is required to see the
behavior of each index in time.

The ARMAX modeling has been done for both
experiments, but only the mental task has been
included in the paper. The aim of this paper does
not lie in a neuroscientific finding of the differences
between the motor cortex and the frontal lobe. Actu-
ally, there may not be any difference in the time lags
in the motor and prefrontal cortices. The time lag for
the motor cortex was also around 0.9 s on average.

Using the threshold values based on the resting-
state data, the initial dips were detected in 15 signals
out of 21 cases (10/15 from the prefrontal cortex,
5/6 from the motor cortex). No detection in Ch. 2 in
Fig. 6 while the signal itself deviated from the cir-
cle, for instance, may imply that either the initial
dip strength was too small or the channel itself was
away from the brain signal source. A better indicator
can be proposed in the future. The used prediction
algorithm, moreover, was based on fNIRS data repre-
sented with a simple ARMA input-output model. An
improved prediction algorithm in the future might
enable a better prediction, and thereby a better
detection of the initial dip.

6. Conclusions

In this paper, a scheme for detecting initial dips in
fNIRS signals was investigated. To cope with the
latency of hemodynamics, the proposed scheme of
combining the vector-based phase analysis, setting
a threshold value(s), and the prediction method was
proved to be very efficient. The results demonstrated
that initial dips can indeed be detected successfully,
and also, that the detection time lag can be reduced
using an ARMAX model-based q-step-ahead predic-
tion algorithm. To generate different control com-
mands for BCI, initial dips not only can be detected
but also can be classified into different phases. In
fact, detection of initial dips promises to clear new
paths toward better understanding of neurovascular
coupling and more spatially specific brain imaging.
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