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Functional connectivity is linked to several degenerative brain diseases prevalent in our aging society. Electrical stimulation is used
for the clinical treatment and rehabilitation of patients with many cognitive disorders. In this study, the effects of high-definition
transcranial direct current stimulation (HD-tDCS) on resting-state brain networks in the human prefrontal cortex were
investigated by using functional near-infrared spectroscopy (fNIRS). The intrahemispheric as well as interhemispheric
connectivity changes induced by 1mA HD-tDCS were examined in 15 healthy subjects. Pearson correlation coefficient-based
correlation matrices were generated from filtered time series oxyhemoglobin (ΔHbO) signals and converted into binary
matrices. Common graph theory metrics were computed to evaluate the network changes. Systematic interhemispheric,
intrahemispheric, and intraregional connectivity analyses demonstrated that the stimulation positively affected the resting-state
connectivity in the prefrontal cortex. The poststimulation connectivity was increased throughout the prefrontal region, while
focal HD-tDCS effects induced an increased rate of connectivity in the stimulated hemisphere. The graph theory metrics clearly
distinguished the prestimulation and poststimulation networks for a range of thresholds. The results of this study suggest that
HD-tDCS can be used to increase functional connectivity in the prefrontal cortex. The increase in functional connectivity can be
explored clinically for neurorehabilitation of patients with degenerative brain diseases.

1. Introduction

Today’s rapidly aging society is increasingly confronting
degenerative brain diseases, such as mild cognitive impair-
ment (MCI) and Alzheimer’s disease (AD). Patients with
AD face difficulties in their daily tasks due to impairments
in cognitive functions like working memory, episodic mem-
ory, and executive attention [1, 2]. AD is considered a discon-
nection syndrome in which the connectivity between
different areas of the brain is disturbed; however, efficient
connectivity is vital for optimal performance of our day-to-
day tasks [3]. The ability to hold and manipulate items in
our conscious awareness is called working memory [4]. Due
to the central role of working memory in cognition,
researchers have investigated potential methods to expand
its capacity [5]. The prefrontal cortex is involved in working
memory and several executive tasks [6]. Recently, functional
near-infrared spectroscopy (fNIRS) has been employed to

study the functional activation and connectivity in relation
to working memory, AD, and multiple neuropsychiatric dis-
orders [7] such as schizophrenia [8], various types of affective
disorders [9–14], and the treatment and rehabilitative effects
in psychiatric disorders [15]. Functional connectivity in the
human brain is critical for the performance of our daily tasks.
Therefore, this study was conducted to develop a better
understanding of resting-state functional connectivity and
its dynamic changes in light of stimulation.

Transcranial direct current stimulation (tDCS) is a tech-
nique used to deliver small amounts of electric current to
modulate the excitability of neural populations in different
regions of the brain [16]. This noninvasive stimulation tech-
nique has been increasingly applied to various brain regions
of healthy as well as diseased subjects [17], because it is well
tolerated, safe, and inexpensive compared to other tech-
niques involving invasive stimulation [18–21] which is based
on nerve signal information [22]. Several studies have used
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tDCS to investigate the polarity-specific effects that are not
limited to the stimulated site [23–27]. These findings suggest
that tDCS induces functional connectivity changes in the
brain. Most research groups have used patch electrodes
(5 cm× 7 cm saline-soaked sponge electrode pairs) to study
the effects of prefrontal cortical stimulation on working
memory [4], functional connectivity [28, 29], hemodynamic
responses [30, 31], and brain perfusion [32]. Due to the lim-
itations of directly measuring electric fields in tDCS,
researchers have modeled the currents between electrodes
to predict the passage of tDCS current through brain regions.
These modeling studies have been applied to determine the
most favorable electrode configuration [33] and multiple
small-electrode (~3 cm2) high-definition (HD) montages to
control the distribution of the current applied to a specific
brain region [34]. In a study using anodal HD-tDCS, one
anode electrode was placed at the center and four return elec-
trodeswere placed approximately 3.5 cmaway from the anode
in a ring configuration [35]. HD-tDCS has been used to inves-
tigate a method to control the electric field and thereby pre-
cisely stimulate a target cortical region [36, 37] to potentially
increase the long-term excitability aftereffects [38].

Neuronal activity is directly related to cerebral blood flow
[39]. A variety of neuroimaging techniques that measure
cerebral hemodynamic changes have been used to study neu-
ronal activities in the human brain [40]. Of these techniques,
functional magnetic resonance imaging (fMRI) and positron
emission tomography (PET) are widely used to measure
blood oxygen level-dependent signals and glucose metabo-
lism, respectively, which reflect neuronal activity in the brain.
Because fMRI and PET are immobile, bulky, costly, and have
low temporal resolution, these techniques are not suitable for
continuous and routine monitoring. In addition, fMRI mea-
surements restrict their use with tDCS because of the current
flow in the brain, which produces artifacts and/or distorted
fMRI images. tDCS generates a magnetic field that interferes
with MRI imaging, which is based on controlled magnetic
field distributions [41]. In addition, the use of PET is limited
due to concerns regarding its invasiveness and radiation from
the injected radiolabels [42]. The portable and noninvasive
nature of electroencephalography (EEG) makes it suitable
for detecting neurophysiological changes [43] during HD-
tDCS [44]. However, the use of EEG is limited by biophysical
limits in volume conduction imposed by the scalp, skull, and
brain, which limits its spatial resolution, and by the need to
remove artifacts induced by the tDCS-induced currents.

Some limitations of the aforementioned imaging technol-
ogies can be overcome by fNIRS. fNIRS is a portable, nonin-
vasive, and repeatable method that measures the oxygenation
state of hemoglobin in the multilayer tissues [45, 46]. The
infrared light-absorbing property of this technique uses the
near-infrared light in the 650–1000 nm range to measure
blood oxyhemoglobin (HbO) and deoxyhemoglobin (HbR)
[47, 48]. The near-infrared light is emitted through the scalp
into the brain, and the photons that pass through the brain
tissues are measured by detectors placed on the scalp at spec-
ified locations. Because fNIRS uses optic-based measure-
ments of light intensity, electrically induced artifacts do not
affect it, which makes its use desirable for studying the effects

of tDCS [49, 50]. Therefore, fNIRS has many advantages
over other neuroimaging modalities; its application has great
potential in studying the functional imaging of the brain [51],
perception and cognition [52], behavioral and cognitive neu-
rodevelopment [53, 54], somatosensory and bundled optode
configuration [55, 56], stroke and brain injury [57, 58], and
brain-computer interfaces [59, 60]. Moreover, various stud-
ies have used fNIRS to investigate functional connectivity in
different brain regions [61–65].

The purpose of this study was to investigate the rela-
tionship of the application of HD-tDCS to examine the
functional connectivity in the prefrontal cortex of both
hemispheres with the use of fNIRS to simultaneously mea-
sure hemodynamic changes. We hypothesized that the
application of HD-tDCS would improve/increase the level
of hemodynamic response and the resulting functional
connectivity under the stimulated area. For the HD-tDCS,
one anode and four return electrodes were attached to the
prefrontal cortex in addition to the fNIRS probes. This setup
allowed us to investigate two issues: (i) the effects of the
application of HD-tDCS on hemodynamic responses in the
prefrontal region and (ii) the effects of HD-tDCS on func-
tional connectivity. To the best of our knowledge, this is the
first fNIRS study to explore the effects of HD-tDCS on brain
functional connectivity.

2. Materials and Methods

2.1. Subjects. To evaluate the effects of HD-tDCS using
fNIRS, 15 male subjects (mean± standard deviation, age:
28.5± 2.5 years) participated in the experiment. Since the
research scope/objective was not gender-related, only male
subjects were recruited/volunteered for the experiment due
to the uniformity of head size and shorter hair. All subjects
were healthy. None had a history of any neurological or psy-
chiatric disorders or head injuries, and no one used neurolep-
tic, hypnotic, or antiseizure medications. All participants
gave written consent after they received a description of the
study procedures and associated risks prior to the experi-
ment. The study conformed to the recommendations of the
local Human Research Ethics Committee, which are in accor-
dance with the latest Declaration of Helsinki [66].

2.2. Experimental Paradigm. As shown in Figure 1, the exper-
imental paradigm of the study consists of three stages: presti-
mulation, stimulation, and poststimulation. The experiment
lasted for 25 minutes, which consisted of a 5min prestimula-
tion phase, a 10min stimulation phase, and, finally, a 10min
poststimulation phase. The subjects were asked to lie com-
fortably on a clinical bed in Fowler’s position and to keep
their eyes open in order to avoid falling asleep during the
experiment. The positions of the HD-tDCS electrodes were
first marked on the subject’s forehead according to the spe-
cially designed guide, and the electrodes were then placed
at the designated marks. The fNIRS probes for recording
and HD-tDCS electrodes for stimulation were simulta-
neously held in the designated places of a specially designed
polyurethane foam headgear. During the first phase, the
fNIRS data were collected to acquire the baseline signal. In
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the second phase, in addition to the continuous fNIRS
recordings, active stimulation was applied, ramped up to
1mA within 15 s, and then maintained at this level during
the entire phase, followed by a ramp-down for the last 15 s.
In the final phase of the experiment, fNIRS data were
acquired to visualize the aftereffects of the stimulation.

2.3. HD-tDCS. Stimulation was delivered by a battery-driven
Starstim tCS system (Neuroelectrics, Barcelona, Spain).
The system has a total capacity of eight electrodes, with
five electrodes used in an anodal 4× 1 HD-tDCS electrode
configuration. Each electrode is made of AgCl, and each
has a diameter of 1 cm. The central anodal electrode and four
return electrodes (cathodes) were attached to the skin with
conduction-enhancing gel-filled foam (Kendall™ Conductive
Adhesive Hydrogel; Medtronic, Minneapolis, MN, USA).
The electrodes were used only once per subject and were
changed such that a new electrode was used in each experi-
ment. The HD-tDCS electrodes (yellow larger circles in
Figure 1) were positioned on the right side of the prefrontal
cortex over the eyebrow with 3.5 cm separating the anode
from all returning electrodes. The current capacity of the

stimulation through the anode was set to 1mA, and each
return electrode was configured to receive an equal amount
of current at 25% of the anodal current. The device commu-
nicates via Bluetooth with its own software (Neuroelectrics®
Instrument Controller 2.0; Neuroelectrics) running on a
laptop computer. The stimulation protocol was programmed
to include the electrode selection/placement (in this study,
one anode and four return electrodes) and the current dis-
tribution setting (in this study, 25% per return electrode)
in the software.

2.4. fNIRS Data Acquisition. The fNIRS data were acquired
using a continuous-wave fNIRS imaging device (dynamic
near-infrared optical tomography (DYNOT); NIRx Medical
Technologies, USA). The system was used to continuously
measure the changes of the HbO and HbR concentrations
in 32 channels covering the scalp overlying the entire pre-
frontal cortex in the left and right hemispheres. The distances
between the NIRS source and the detector (channel length)
were set to 3.5 cm (diagonal) and 4.2 cm (vertical, horizon-
tal), and the sampling rate was fixed at 1.8Hz. In each
optode, the DYNOT shot two wavelengths of light (760 nm
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Figure 1: (a) Experimental paradigm and (b) simultaneous arrangement of fNIRS optodes and HD-tDCS electrodes.
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and 830 nm) through the scalp. Fourteen optodes (an optode
plays two roles: emitter and detector) were pushed onto the
forehead using the headgear specially designed for the exper-
iment such that they were in contact with the scalp. The
headgear was comfortably attached to the subject’s head
using a soft elastic band.

2.5. Data Preprocessing. The fNIRS-measured light intensities
acquired from the DYNOT were converted to the hemoglo-
bin concentration changes, ΔHbO, and ΔHbR, using the
MATLAB® toolbox NIRS-SPM (The MathWorks Inc.,
Natick, MA, USA). The toolbox utilizes the modified Beer-
Lambert law [48] to calculate the ΔHbO and ΔHbR from
optical density changes using the differential path length fac-
tor for each wavelength and extinction coefficients for HbO
and HbR. The time series of ΔHbO and ΔHbR from all chan-
nels were low-pass filtered at a frequency of 0.1Hz to remove
cardiac signal, respiration, and Mayer wave systemic oscilla-
tions [35]. A fourth-order Butterworth low-pass filter was
used [67], and the filtered data were then used to calculate
the channel-wise mean across all subjects to determine the
overall effects of HD-tDCS. ΔHbR signals did not show
noticeable changes, when compared with ΔHbO over the
10min stimulation period; therefore, we focused solely on
ΔHbO. Because the fNIRS data is susceptible to baseline
drifts, the signal was corrected by subtracting a curve of
fourth-order polynomial that fitted the measured baseline
signal [56].

2.6. Resting-State Functional Connectivity. The functional
connectivity analysis was conducted for every phase of the
experiment. The analysis at each phase was further divided
into the following three levels: the functional connectivity
between all right hemisphere channels (intrahemispheric
connectivity), functional connectivity between all left hemi-
sphere channels (intrahemispheric connectivity), and func-
tional connectivity of all the right vs. left hemisphere
channels (interhemispheric connectivity). The connectivity
strength of the neuronal populations underlying the prefron-
tal cortex was expressed in terms of the temporal correlation
[68] of the regional hemodynamics by calculating Pearson’s
correlation coefficient. Pearson’s correlation coefficients were
calculated at all three levels during all the stages of the exper-
iment to produce functional connectivity matrices between
the desired set of channels. The rows and columns of these
matrices represent the channel numbers, while the elements
of the matrices were the correlation coefficients of the match-
ing channels. For the right hemisphere intraconnectivity
matrix, we calculated the Pearson correlation coefficients
between the time series data (ΔHbO) of every possible pair
of the first 16 channels (channels 1–16). Similarly, the left
hemisphere intraconnectivity matrix was calculated from
the next 16 channels (channels 17–32). The interhemispheric
connectivity matrix was determined by calculating the Pear-
son correlation coefficients between the time series data
(ΔHbO) of each channel in the right hemisphere (channels
1–16) with all of the channels in the left hemisphere.

After the correlation matrices were calculated, a graph
theory [69, 70] analysis was conducted to evaluate the

functional connectivity. In this analysis, the channels were
considered nodes of the network and the connections
between the channels were considered the edges of the net-
work. Weak and insignificant links may represent spurious
connections, especially in the functional and effective net-
works that tend to obscure the topology of strong and signif-
icant connections and are therefore often discarded by
applying an absolute or a proportional weight threshold
[71]. Therefore, we set the threshold value and then set the
correlation coefficient values greater than the threshold value
to “1” and those less than the threshold to “0” in order to
binarize the connectivity matrices, similar to image thresh-
olding in image processing [72]. Therefore, only the coeffi-
cients of the channels with significant connection strengths
were retained as authentic connections. To avoid a random
selection of the threshold value, all networks were character-
ized across a range of 0.5 to 0.9, with an increment of 0.1, and
the graph theory parameters were analyzed as a function of
the threshold. A starting threshold value of 0.5 was selected
because it defines the connection strength among the chan-
nels, in order to ensure that the Pearson correlation coeffi-
cients are statistically significant. According to the matrix
representation of the graphs, each matrix exactly defines a
binary and undirected graph [73, 74]. For analyzing the net-
work, we computed the most commonly used metrics: con-
nection density, global and nodal degree, nodal efficiency,
global clustering coefficient, and network global efficiency
[75]. The network connection density and global degree
describe the wiring cost of the entire network. The nodal
degree defines the number of connections that the brain area
under each channel makes with the rest of the brain areas of
interest. Nodal degree is important for computing the effects
of individual channels. This metric can be helpful for finding
the channel with the greatest increase in connectivity relative
to the applied stimulation. The nodal network efficiency indi-
cates the value of a node for efficient communication through
the network. This metric shows the channel with the maxi-
mum efficiency enhancement resulting from stimulation.
The network clustering coefficient indicates the connectivity
between the neighbors of each node. The global network effi-
ciency indicates the quality of effective communication in the
network because it is primarily influenced by short paths in
the brain network.

The computation for graph theoretic metrics was per-
formed by using MATLAB® toolbox FC-NIRS [75] and our
own MATLAB® code. The statistical analysis of the mea-
sured fNIRS data, including computation of Pearson’s corre-
lation coefficients, was also executed by using MATLAB®.
The Wilcoxon-Mann-Whitney (or rank-sum) test was uti-
lized to confirm that differences between experimental
phases were significant. The significance of the data was
tested with a confidence level of p < 0 05.

3. Results

First, the effects of HD-tDCS on ΔHbO were examined in
thepre-, intra-, andpoststimulationphases. Figure 2 shows the
time series ΔHbOmeans calculated from the averaged data of
individual subjects for the activated channels. The ΔHbO
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values increased significantly after the start of the stimulation
phase at 300 s (Wilcoxon rank-sum test, p < 0 05). The
response continued to increase after the initial rise and contin-
ued through the stimulationphase.After the stimulationphase
ended, the ΔHbO stabilized at the maximum level, where it
remained throughout the entire poststimulation phase.

Figure 3 shows the correlation matrices for all phases of
the experiment. Connectivity was present in the initial pres-
timulation phase and was focused in the center of the matrix.
During the stimulation phase, the connectivity pattern from
the initial phase was altered, but it was intensified and dis-
tributed, which indicated an increase in connectivity across
the prefrontal region. After stimulation, the poststimulation
phase showed a significant increase throughout the entire
prefrontal cortex. The thresholded matrices (by 0.8) clearly
showed a significant difference between pre- and poststimu-
lation phases. The functional connectivity before stimulation
in Figure 3(b) was 11% areawise, during stimulation was
30%, and after stimulation was 54%.

The correlation matrices (i.e., Figure 3(b)) were further
analyzed by splitting it into smaller matrices for different
regions. Figures 4(a) and 4(b) show the intrahemispheric
correlation maps for right and left hemispheres, respectively,
during pre- and postphases of the experiment.

The connectivity increased in both hemispheres; interest-
ingly, the right hemisphere (the stimulated hemisphere)
showed a greater increase in connectivity than did the left
hemisphere. Figure 4(a) shows that the poststimulation
connectivity in the right hemisphere was increased by 4.5
times (prestimulation, 12%; poststimulation, 55%) compared
to the prestimulation connectivity, while that in the left hemi-
sphere was increased by 2.5 times (prestimulation, 23%; post-
stimulation, 61%). Figure 4(c) shows the interhemispheric
connectivity observed during the two stages. The connectivity

increased fromanegligible level in the prestimulation phase to
a significant level in thepoststimulationphase. The interhemi-
spheric connectivity increased 12.5 times (prestimulation, 4%;
poststimulation, 51%). The increase in connectivity between
the channels under the area of stimulation in the right hemi-
spherewith the corresponding channels in the left hemisphere
(prestimulation, 0%; poststimulation, 48%) was larger than
those between the unstimulated channels of both hemispheres
(prestimulation, 22%; poststimulation, 47%). The right hemi-
spheric connectivity between the channels under the stimula-
tion area and the unstimulated channels also showed a
significant increase (prestimulation, 6%; poststimulation,
50%), as shown in Figure 4(d). The most significant increase
was observed from the stimulated channels in the right hemi-
sphere and their corresponding channels in the left hemi-
sphere (prestimulation, 0%; poststimulation, 60%).

Graph theory metrics were calculated for ΔHbO at differ-
ent threshold levels to determine the complete response as a
function of threshold values. The results revealed similar
trends for all threshold levels. Due to the similar trends, a
threshold value of 0.8 was used when discussing the connec-
tivity. Figures 5 and 6 show the network and nodal metrics
that were calculated as a function of threshold values. The
network connection density decreased with increasing
threshold values. The differences between the prestimulation,
stimulation, and poststimulation phases were clear in the
metric of connection density. The differences between the
phases remained nearly constant near the threshold value
of 0.8 (Figure 5(a)). The global degree, mean of all nodal
degrees, showed similar results as the connection density.
The highest value of nodal degree in poststimulation was
observed under the anode. In Figure 5(d), the global network
efficiency decreased steadily with increasing threshold values
in the poststimulation phase, whereas it remained nearly
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constant in the prestimulation phase. There was a significant
difference among the phases, and positive effects of the stim-
ulation on the brain network were evident because the post-
stimulation efficiency of the brain network was much higher
than that of the prestimulation phase for all threshold levels.
In terms of nodal network efficiency in Figure 6(b), channel 9
showed the highest efficiency in the poststimulation phase,
which was also under the anode. The network clustering
coefficient values were also reduced with increasing the
threshold values. However, this metric was insensitive to
the stimulation because a clear trend between the prestimula-
tion and poststimulation phases was not found.

4. Discussion

To the best of our knowledge, this study is the first to evaluate
the effects of HD-tDCS on the resting-state functional con-
nectivity in the human prefrontal cortex using fNIRS and
tDCS simultaneously. In each subject, we recorded 25min
of continuous fNIRS data before, during, and after stimula-
tion on the right side of the prefrontal cortex and applied
low-pass filtering to remove physiological noise. First, the
correlation matrices of each phase were computed using the
mean ΔHbO of all subjects. The poststimulation matrix
exhibited a better connectivity than that observed in the pres-
timulation phase. Second, the interhemispheric and intrahe-
mispheric matrices were separated to evaluate the overall
effects of stimulation on different regions of interest. The
connectivity enhancement rate was higher in the right

hemisphere than in the left hemisphere, because the right
hemisphere was stimulated. We observed that stimulation
increased the connectivity in all regions but at different levels.
Finally, we used the functional connectivity matrices in each
phase to calculate graph theory metrics. The results in
Figure 5 showed that the connectivity improved across the
phases. Figure 6 shows the channels and regions with a higher
improvement.The resulting graph theorymetrics clearly iden-
tified the prestimulation and poststimulation phases. These
results suggest an important relationship between the effects
of HD-tDCS and the resting-state prefrontal connectivity.

In almost all subjects, the ΔHbO increased at the time of
stimulation. This supports the results in the early studies
showing increased hemodynamic responses at the time of
stimulation [49]. However, such trends differed among sub-
jects. Some subjects showed a faster increase with stimulation
that reached a maximum value and stayed at that level for the
rest of the stimulation period, while some exhibited a slower
increase that did not reach a plateau value. Interestingly,
hemodynamic signals in most subjects did not return to base-
line, except in two subjects, which was consistent with previ-
ous studies involving anodal stimulation [76]. Moreover, for
those two subjects who exhibited reductions in signals, their
hemodynamic responses did not reach the initial baseline
level (returned to only 50% of the increment) within 10min
after the end of stimulation. The increased volumes of oxygen
in the blood supply are important for patients with brain
degeneration because oxygen helps to eliminate toxic sub-
stances [31]. The effects with respect to ΔHbR were neither
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Figure 3: (a) Functional connectivity matrices for three stages and (b) binary matrices thresholded by Pearson’s correlation coefficient 0.8.
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clear nor significant, in contrast with those observed in
ΔHbO [35]. Because of this, the entire analysis was per-
formed with ΔHbO alone.

The brain area that performs working memory and sev-
eral executive functions, including verbal and spatial reason-
ing, is the prefrontal cortex [77]. Accidental damage or
degeneration of this area due to a brain disease, such as AD
or frontotemporal dementia, causes various problems in
daily life in our rapidly aging society. Several studies have
used functional connectivity as a marker for detecting
reduced cognitive performance, as it is directly related to cog-
nitive performance [14, 78–82]. Therefore, fNIRS imaging is
an important tool for the early detection of brain diseases,
and combining it with tDCS is ideal due to the optical nature
of fNIRS, which is not affected by the electric field during
stimulation. AD, known as a disconnection disease, has been
related to reduced connectivity in the human brain [83, 84].
Therefore, these connectivity analyses can help detect AD.
Besides disease detection, the findings of this study provide
evidence for the improvement in functional connectivity
resulting from HD-tDCS, which supports the results of
previous studies that have used different imaging modalities
[28, 29]. The ability to focus and limit the effects of HD-tDCS
to a stimulated area, which was observed in a previous study
[35], is the reason for the greater enhancement in the

connectivity of the area underlying the stimulation montage.
The stimulated hemisphere showed better overall connectiv-
ity improvement and, specifically, better interhemispheric
connectivity of fNIRS channels under HD-tDCS stimulation.
This approach can be used to rehabilitate the executive cog-
nitive function impairments in patients with brain degener-
ation. Further studies should be conducted to determine the
better stimulation pattern [85], the critical duration of stim-
ulation, and the optimum amount of charge flow for specific
patients. For instance, some early-stage patients might
require a lower amount of charge, while others may require
longer stimulation or even higher current intensity than in
conventional experiments [86].

The network parameters used in this study were chosen
to reflect the basic aspects of functional network organization
[71, 87]. We computed the node degree to identify the
amount of connectivity of each node, the connection density
to investigate the overall wiring cost of the network, the clus-
tering coefficient to monitor the ability to form local net-
works, the nodal efficiency to examine the importance of
each channel in effective communication, and global effi-
ciency to show the integration of the network in order to
evaluate the overall effectiveness of rapid information trans-
fer between nodes in the network. These parameters are used
primarily to describe functional connectivities in the human
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Figure 5: Global network metrics for all phases: (a) connection density, (b) degree, (c) clustering coefficient, and (d) network efficiency.
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brain. The limitation of the size of the network did not
allow for a deeper brain network analysis by including the
parameters like, but not limited to, nodal betweenness or
modularity. We analyzed the results and found that HD-
tDCS increased the overall interregional connections in the
brain. These new connections will eventually shorten the
connection paths to enhance the efficiency of the underlying
brain network. The functional connectivity assessments
based on these graph theory metrics, although relatively
new in the field of neuroscience, have shown promising
results for various applications, including different brain
degenerative diseases [88–91].

The spatial resolution of fNIRS was a limitation of the
current study. A detailed network analysis involving more
network metrics at different depths in the brain regions could
have been achieved by utilizing the 3D imaging approach of
fNIRS [56], which has a better spatial resolution. We did
not employ the 3D approach at this stage because we wanted
to cover the whole prefrontal region with 32 channels, which
would require a larger number of optodes than what was cur-
rently available. In the future, studies using the bundled
optode approach can be conducted to determine the effects
of stimulation at different depths in the cortex. Another lim-
itation to the current study was the absence of short
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separation channels that could help to remove skin-related
artifacts, especially with respect to the application of tDCS,
such as skin erythema resulting from vasodilation [92].
The signal from a short separation channel can illustrate
the response from the skin, which can be subtracted from
the fNIRS signal to enable the exclusion of skin artifacts.
Thus, future studies should incorporate the short separa-
tion channel.

5. Conclusions

In this paper, the effect of HD-tDCS on the resting-state
functional connectivity in the prefrontal cortex was demon-
strated using functional near-infrared spectroscopy. The
results revealed that ΔHbO was increased by the stimula-
tion and the increased levels were maintained even after
the stimulation was finished. By systematically analyzing
the interhemispheric, intrahemispheric, and interregional
connectivities, the results indicated that stimulation increased
the connectivity in all areas, but the effects were greater in
the area of stimulation than in the other areas. The overall
functional connectivity of the stimulated hemisphere, as well
as the interhemispheric connectivity of the stimulated area
with the corresponding area of the other hemisphere, was
large. Finally, the graph theory metrics showed significant
differences between the phases of the experiment, which
strengthened our results and indicated that functional con-
nectivity was improved in this study. Our findings can be
further enhanced and utilized in clinical procedures to treat
executive cognitive function impairments in patients with
degenerative brain diseases.
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